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The growing ability of scientists to make accurate predictions 
about natural phenomena provides convincing evidence that 
we really are gaining in our understanding of how the world 
works.  

Accurate prediction means that a forecasting model can be 
tested against independent observations and rejected 
when necessary 



Well, that’s not so easy!   Ok, I got it! “Forecast” 
is the essence of 

Science. But can the 
probabilities be 

tested?  



Are probabilities testable?  
The Janus face of probability 

(two apparently irreconcilable views of probability) 

I am a subjective degree of belief. I  
am one single number that measures 
the epistemic uncertainty, that is the 
only kind of uncertainty. 
I describe a state of knowledge, and 
not anything that can be measured in a 
physical experiment. Probability is  
not a frequency and it is intrinsically 
subjective and untestable  
 

I am one single (unknown) number that 
reflects the aleatory variability of the 
system. 
I am an objective quantity associated 
with a system model, and there is no 
room for subjectivity that cannot be 
posed at the same level as real 
measurements. Subjectivity is fatally 
unscientific  
 



Are probabilities testable?  
The Janus face of probability 

(two apparently irreconcilable views of probability) 

A common view in PSHA implies a dichotomy between SUBJECTIVISM and SCIENCE. 
Expert opinion implies that probability is a degree of belief and so untestable, and so 
also nonscientific. 
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Subjectivity is not an 
issue for Science!!! 
(pure objectivity is a 

myth) 

“It is not unscientific to 
make a guess, although 
many people who are 
not in science think it is”  

“We look for new law 
by the following 
process: first, we 
guess it …. “ 



Probability & testing: 
The Bayesian view 



The view of an “objective Bayesian” about testing 
 
“All models are wrong, and the purpose of model checking (as we see it) is 
not to reject a model but rather to understand the ways in which it does not 
fit the data. From a Bayesian point of view, the posterior distribution is what is 
being used to summarize inferences, so this is what we want to check.” 
A.  Gelman  
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“All models are wrong, and the purpose of model checking (as we see it) is 
not to reject a model but rather to understand the ways in which it does not 
fit the data. From a Bayesian point of view, the posterior distribution is what is 
being used to summarize inferences, so this is what we want to check.” 
A.  Gelman  
 
Models cannot be meaningfully tested against independent data 
(“all models are wrong”, so why wasting time to validate 
them?).  
You can only compare different models 



 
 

Probability describes only the epistemic 
uncertainty and cannot be tested 
(meaningfully) with independent data 
(plus some other important by-products...) 
q  Probability is one number: the mean hazard 

is the hazard  
q  Fractiles do not have any probabilistic 

meaning 



Probability & testing: 
The Frequentist view 



 
 

q  Probability is one number that estimates the 
long-term frequency (aleatory variability), 
and so it may be potentially tested against 
data. 

q  However, there is no room for epistemic 
uncertainty. 



Probability & testing: 
The unificationist view 
(a univocal hierarchy of uncertainties) 



A common view on aleatory variability and epistemic uncertainty 
 
Aleatory variability is related to the inherent complexity of the process 
generating ground shaking 
 
Epistemic uncertainty comes from our lack of knowledge about the process 
 
 
 
 
 



A common view on aleatory variability and epistemic uncertainty 
 
Aleatory variability is related to the inherent complexity of the process 
generating ground shaking 
 
Epistemic uncertainty comes from our lack of knowledge about the process 
 
This definition raises some problems 
 
We cannot define unambiguously what is aleatory and epistemic, and, in the 
limit, all uncertainties are epistemic. 
 
If aleatory variability and epistemic uncertainty cannot be unequivocally 
defined (they are moving targets as long as the knowledge increases), how 
can they be helpful for testing a model?  
 
 
 
 
 



Definition of the “Experimental Concept” 
q  Specifies collections of data, observed and not yet observed, that are judged to be 

exchangeable when conditioned on a set of explanatory variables 
-  Definition: A sequence of random variables {En : n = 1, 2, … , N} is exchangeable if it can be 

embedded in an infinite sequence that has a joint probability distribution invariant with respect to 
permutations in the data ordering 

q  Exchangeable events can be modeled as identical and conditionally independent 
random variables with a well-defined frequency of occurrence  

-  Exchangeability judgments allow us to test Bayesian models using the Frequentist concept of 
experimental repeatability through identical trials 

q  Definition of the experimental concept allows ontological testing of a complete 
probabilistic forecasting model 

-  By modifying the experimental concept to incorporate multiple sets of exchangeable data, we can 
construct more stringent tests of the model 



A hierarchy of uncertainties is necessary for testing 
 
q  Aleatory variability is quantified by the expected (long-run) frequency of events 
belonging to an experimental concept. Hypotheses about aleatory variability can be 
tested against observations by frequentist (error-statistical) methods.  
 
q  Epistemic uncertainty measure lack of knowledge in the estimation of such 
frequency; it implies a distribution over the probability. Bayesian methods are 
appropriate for reducing epistemic uncertainties as new knowledge is gained through 
observation. 

q  Ontological error is identified by the rejection of a null hypothesis, here called the 
“ontological null hypothesis”, which states that the true frequency of the random 
events is a sample from the (joint) probability distribution describing the epistemic 
uncertainties.  





An example of two experimental concepts (but the same 
process) in PSHA having different aleatory–epistemic–
ontological uncertainties 
 
1.  Collection of the ground shaking exceedance every year (one annual 

exceedance frequency, f(I)) 
 



An example of two experimental concepts (but the same 
process) in PSHA having different aleatory–epistemic–
ontological uncertainties 
 
1.  Collection of the ground shaking exceedance every year (one annual 

exceedance frequency, f(I)) 

2.  Suppose to measure a binomial variable A that indicates years in which 
earthquakes are more or less likely. In this case we collect two series of 
yearly ground shaking exceedances, one when A=0, and the other when 
A=1 (two different annual frequencies, f1(II) and f2(II))      

 
             f(I) ≠ f1(II) ≠ f2(II)  
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!(!!) is the weight of the m-th model to measure the true frequency  

Extended 
experts’ 
distribution 
(EED); the 
ensemble 
modeling 

The Unificationist view 



                  data-generating hazard curve (“true hazard”)  

n  Testability derives from an ontological null hypothesis, which states that the true 
hazard curve is a realization of the EED: 

n  Rejection of this null hypothesis implies an ontological error  

q  Very different from the much more stringent statement that  

n  Setting up an ontological test requires an experimental concept that appropriately 
conditions the aleatory variability of the natural system 

q  In forecast testing, the most crucial feature of an experimental concept is the 
judgment that past and future events sample an exchangeable sequence 

The Ontological Null Hypothesis 



Experts’ ensemble comprising 20 exponential hazard curves f (l) sampled at x0 = 
0.29, from which we induce the EED:                      = Beta[1.0,10.7] 

Simple PSHA Example 
(Time-independent model for a single location) 

ϕ(l) = f(l) (x0)  =  exp(–λ(l)x0)

PGA (g) 

E
E

D
  

Be[1.0,10.7]  

x0 = 0.29

E
xc

ee
da

nc
e 

pr
ob

ab
ili

ty
 in

 5
0 

ye
ar

s 



q  Preselect x0 = .29 as the exceedance threshold and 
α = .05 as the significance level 

q  Observe maximum intensities at a single location in 
each of N disjunct intervals Tn, assigning en = 1 if 
xn > x0 and en = 0 if xn ≤ x0 

q  Compute the exceedance score kN by summing the 
binary sequence {en : n = 1, 2, … , N} 

q  Test distribution conditional on Φ is binomial 

q  Ontological test distribution is a binomial mixture 

Test 1 of the Single-Location, Time-Independent Model 

Data: 
N = 50, kN = 10

mean-hazard 
hypothesis 

ontological 
hypothesis 

The mean-hazard model fails 
(P = .008) the test, but the 
complete probabilistic model 
does not (P = .123) 



 
 

q  Probability is a frequency of events in a 
experimental concept (aleatory variability) 

q  This frequency is unknown and this  
uncertainty is the epistemic uncertainty 

q  All models are wrong, but some can be 
“right” in a defined experimental concept; 
the experimental concept can be related to 
the “usefulness” of the model 



An application: The new 
seismic hazard model for Italy 
(thanks to Carlo Meletti and all the 
other Italian colleagues!) 



A1 A2 A3a A3b 

A4 F1 F2 G1+G2 

G3 G4 G5 

A – Seismotectonic 
zonations 
 
F – Faults-based 
 
G – gridded seismicity 
 
G3 and G4 – based on 
deformation data 

!!(!),!!                         Set of 
earthquake rate models/
GMPEs/hazard models, 
and their “weight”. 

PRELIMINARY RESULTS 

2% in  
50 years 



 
 

The case of earthquake rate models 
 
q  All models explore their own epistemic uncertainty 
q  All considered models have been tested for consistency with past data 

(pseudo-validation through CSEP-type tests).   
q  All models have been set up independently from the others 
q  All models are weighted according to three independent procedures:  

-  the scoring through retrospective testing;  
-  the evaluation of the reliability of models through an experts’ elicitation 

session;   
-  the correlation among outcomes   



Mean – 16th 
percentile 

Mean – 84th 
percentile 

A spatial representation 
of epistemic 
uncertainty among 
models (10% in 50 
years) 

PRELIMINARY RESULTS 



Hurricane Irma 
(Sept. 6, 2017) 

Spaghetti models (ensemble modeling) 

The cone of uncertainty  
(aleatory variability of one single forecast) 



Points to take home 



A full description of the hazard is 
essential to keep hazard analysis 

into a scientific domain (it allows a 
proper validation)  



A full description of the hazard 
requires that probability has to 
be described by a distribution 

(which describes aleatory 
variability and epistemic 

uncertainty) instead of one 
single value  



A full description of the hazard 
is important for interpreting 

correctly the hazard outcomes, 
and for decision makers 
(mean hazard is not the 

hazard)  



Thanks! 
 

warner.marzocchi@ingv.it 


